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ABSTRACT

Decreasing user effort and automating subtasks such as ob-
stacle avoidance and user guidance has shown to increase the
effectiveness and utility of teleoperation. Extending the capabil-
ities of teleoperation remains a critical research topic for tasks
that need to leverage user knowledge, or for unstructured en-
vironments that autonomous solutions are not robust enough to
handle. Previous methods have focused individually on joint
space tasks, regression or training based user intention recog-
nition and intervention, or application specific solutions. To
overcome the limitations of these methods, this paper proposes
the use of path planning based gross motion assistance with a
projection based user intention recognition method, for improv-
ing task execution in semi-autonomous teleoperation. The pro-
posed solution synthesizes an assistive architecture that lever-
ages the benefit of supervisory level task identification with semi-
autonomous trajectory tracking. With the proposed method, con-
tinuous and more immersive teleoperation is achieved, as control
states are user selected and task execution is informed from the
operator’s motion. The effectiveness of the proposed method is
validated with a user study.

Keywords: Teleoperation, Semi-autonomous control,
Shared control, Intention recognition, Motion planning
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1 INTRODUCTION

The benefit of teleoperation stems from its ability to leverage
operator knowledge to handle unstructured or complex remote
tasks that fully autonomous systems are unable to overcome. To
increase productivity and reduce user fatigue, some autonomous
methods have been applied to augment teleoperation in shared or
semi-autonomous control. With these methods the user and robot
share or split control over the system states, where the level of
control is often handled with confidence weighting. Recent work
[1,2] demonstrates that shared control improves task completion
time and is intuitive for users.

Current research focuses on how best to incorporate auton-
omy and identify user input by examining different frameworks
and levels of assistance, as well as how to identify user inten-
tion. Typically, the frameworks are implemented in a supervisory
manor where the user defines tasks and targets ahead of opera-
tion [3, 4] or hierarchical task control as presented in [5], where
the shared control executes sub-tasks autonomously and may or
may not assist the main task. Sub task control for redundant ma-
nipulators has been well studied [2, 6–8]. Typical tasks include
monitoring and preventing joint limits, configuration singular-
ities, guiding end-effector orientation, and obstacle avoidance.
These are natural candidates for automation to reduce user ef-
fort, allowing more focus on the higher level objective. Other
task assistive methods have been implemented in the form of
haptic force reflection for guidance [9,10]. This is accomplished
through impedance based guidance and collision avoidance by
use of virtual force fields or a virtual spring and damper con-
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necting the task and end-effector. Impedance based guidance has
also been widely used in obstacle avoidance for mobile robots
controlled via teleoperation [11–13]. Many shared control ap-
proaches have been adapted from the field of mobile robotics for
guidance and collision avoidance in the form of potential fields
[14], some with enhanced capabilities of online vision based fix-
ture generation as in [15]. Unfortunately, both impedance and
potential fields approaches have drawbacks, as the impedance
force can confine the pose by pulling to a task while being re-
pelled by an obstacle, similar to how a potential field may cause
the robot to be locked into a local minimum. Other methods have
focused on assistance recognition for predicting user motion to
move to a target or execute a task. Most often, this is accom-
plished with a Hidden Markov Model (HMM) [16, 17]. Some
have also used Gaussian processes for implementing shared con-
trol from tasks learned by demonstration [18]. The major draw-
back of such approaches is that they require training, which can
be a very time consuming.

Different approaches, like those in [19, 20], identify user in-
tention from their trajectory using regression to form a line for
the expected path and accumulating the distances to targets from
the path up to a threshold to determine intention. However, this
requires the user to travel along the path for a sufficient amount
of time until a target is identified. This will slow down oper-
ation, particularly in the presence of obstacles where the path
may need to change to avoid collisions. A simplified method is
to project the current direction on to the vector from the current
end-effector pose to a target. This was done in [21] with a set
of heuristics to identify user intent for autonomous execution of
grasp primitives. However, in their method, the robot pose had to
be sufficiently close to the grasping target, making it’s use case
more suited for action recognition than target identification. Al-
though autonomous execution of fine movements is beneficial in
some applications, it removes some of the user knowledge that
can be leveraged in teleoperation. Thus, shared control and au-
tonomous assistance for gross motion can be of greater benefit
for reducing user effort and task completion time, particularly
where user skill can be used for direct teleoperation. With this
control structure, path planning can be leveraged to execute the
aforementioned gross motion while avoiding collisions, such as
in [22].

Some of the aforementioned methods demonstrate great po-
tential as options for decreasing user effort, but to the knowl-
edge of the authors, they have not been synthesized for a holistic
shared control or semi-autonomous framework. This paper pro-
poses the use of path planning with user intention recognition for
guidance and obstacle avoidance for semi-autonomous teleoper-
ation. The novelty of this work is twofold. First, a projection
based predictor for user intention recognition is implemented for
target identification based on user motion. Second, a control ar-
chitecture for gross motion automation with subtask execution
is developed for assistive teleoperation based on an optimal tra-

jectory from an assumed path planner. The target identification
runs continuously allowing for target correction, with the user
controlling shifting between direct teleoperation or assisted con-
trol. By focusing on the gross motion, there is no need to realign
pose frames as in situations with auto grasping. Moreover, this
takes greater advantage of the teleoperation paradigm by lever-
aging user knowledge to execute complex tasks in unstructured
environments, while reducing the burden on the user with trivial
motion execution. Sub tasks of bounding workspace locations
and singularity avoidance are applied to the user as haptic feed-
back. A user study for a pick and place operations is conducted
to evaluate the proposed method’s performance and user percep-
tion.

2 CONTROL ARCHITECTURE
The work presented here focuses on applying the proposed

semi-autonomous teleoperation scheme to a real workspace syn-
chronization of a heterogeneous master slave system, with a non-
redundant follower. The formulation given below is developed
for the experiment, but is presented generally and can be scaled
to other systems.

Figure 1 depicts the proposed architecture summarized
above, where FK and IK refer to the forward and inverse kine-
matics respectively. User input to the master haptic device is
sent to the follower where a supervisor governs whether to nav-
igate to a target autonomously based on the user input (State 1),
or whether the target location has been reached and the user is
given direct control of the slave with haptic feedback (State 2).
The user is able to switch between states at any given time with
a button on the master device; this could alternatively be placed
on the master side computer. In this architecture, the master po-
sition is sent to the slave (referred interchangeably as the fol-
lower), where a PID controller is used to control each joint of
the manipulator. The follower side controller is formulated for a
heterogeneous master-slave system where the master workspace
is much smaller than the follower workspace. Thus, only a delta
position is sent, such that the user can choose when the mas-
ter and follower are linked in order to re-orient themselves and
continue operation when they have reached the end of the mas-
ter’s workspace. To not interfere with the operator, virtually im-
posed haptic forces are reflected back on to the user only for the
workspace bounding sub task.

2.1 User Intended Target Identification
To identify the target that the user is trying to move towards,

the heuristic in Eqn. (1) is used. It is the maximization of the
dot product between the master velocity and the vector from the
slave end effector to each of the targets. It takes the form of

i = argmax
i

(~v ·~rx,i) (1)
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FIGURE 1: Semi-autonomous assistive architecture diagram
with supervisory state based control for recognizing user in-
tention and motion execution. Subscripts m, s, and t refer to
the master, slave, and target respectively.

where i is the determined target, ~v is the velocity of the master,
and~rx,i is the vector pointing from the slave end effector to the
ith target. To make the system agnostic to the magnitude of~v and
~rx,i, each of them is normalized prior to the evaluation of the dot
product. Assuming small sensor noise and a perfectly direct user
heading, the above identifier would only fail to distinguish user
intent in the case of exact symmetry such that the value of~v ·~rx,i
is not unique. This extends to the case that the end effector and
multiple targets are exactly in line with each other. Neither of
these cases is highly likely and as such, the proposed identifier
can be used to adequately determine user intent.

2.2 Master Side Haptic Forces
The master may be modeled as

Mm(q)q̈+Cm(q, q̇)q̇+Gm(q) = τm + τh (2)

where M is a positive definite and symmetric inertia matrix and C
is a matrix of Coriolis and centrifugal effects. (Ṁ−2C) is skew-
symmetric, G is the gravity matrix, and q∈R4 is a vector of joint
angles. τm is comprised of the master input torques based on the
Cartesian space virtual forces FH such that τm = JT FH .

To ensure that the user does not crash the end effector into
the ground, the virtual force is defined to be

FH =

{
Ke+Bė, if zl > xs > 0

0, if zl < xs
(3)

where e = zl − xs for the slave side position vector xs, and zl is
the set lower workspace limit in the k̂ direction.

FIGURE 2: Slave side position controller for the workspace
pose command. Cs and Gs are the slave low level controller
and plant.

For workspace boundary singularities, the follower evalu-
ates whether |xm| ≤ L, where xm is a vector of the end effector
pose, adjusted to be with respect to the manipulator’s shoulder
joint, and L is the workspace limit from joint q2 such that

√
x2 + y2 +(z−L1)2 ≤ L2 +L3 +L4. (4)

R is set to be the boundary radius for the virtually imposed haptic
force. If R < |xm| < L, the haptic force guides the user back to-
wards inside the workspace, with the force asymptotically reach-
ing infinity at the workspace boundary as

FH =
−~r γ

(|~r|−R)n , n = even (5)

where γ is a tuning parameter to scale how quickly the force ap-
proaches the asymptote. This ensures that the user does not reach
the workspace singularity. All of the haptic forces are limited to
the output of the master haptic device, ensuring safe operation.

2.3 Follower Side Control
Although in non-delayed systems position-velocity and

velocity-velocity control architectures are often used, they are
known to lose transparency when time delay is present. For scal-
ing to time delayed applications, the proposed control architec-
ture mirrors a force position scheme where the follower tracks
the master position command with haptic forces reflect onto the
user from the haptic device. In the proposed method, the fol-
lower workspace is much larger than the master’s, thus, a method
must be employed to allow the user to reset the master position
after running out of motion due to kinematic constraints. To ac-
commodate this, a button is used to synchronize the master and
follower, linking the end effectors and zeroing the current master
position, such that only subsequent relative positions xm = ∆xh
are sent.

On the follower side the assistive control architecture as-
sumes a trajectory from a path planning algorithm. The trajectory
is discretized into incremental desired pose commands sent to the
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follower. The desired slave manipulator pose, whether for direct
teleoperation or autonomous trajectory following, is achieved by
the position controller depicted in Fig. 2. The desired pose xd is
calculated from the current follower position and the delta sent
from the master such that xd = xm + xs. Joint control is imple-
mented on the follower with a PID controller from the inverse
kinematics of the pose. Because the follower robot is not kine-
matically redundant with the task space equal to the joint space
m = n,∈ R3 as the wrist is commanded independent of the end
effector position, the inverse kinematics can be solved analyti-
cally from geometry instead of using a Jacobian pseudo-inverse.
The actual robot position is then calculated based on the forward
kinematics model to provide the correct desired pose for the mas-
ter position command.

3 EXPERIMENTAL EVALUATION
To validate the proposed semi-autonomous control strategy,

an experiment was conducted for a teleoperation task. Users
completed a pick and place task with both the direct control of the
system and the proposed assistive control scheme. Task comple-
tion time as well as user perceived effectiveness of the assisted
control was evaluated. To compare with previous studies and
provide a deeper analysis, the trajectory length and total angular
displacement was also evaluated.

3.1 Experimental Setup
The experiment used a teleoperation system consisting of a

Geomagic Touch [23] as the master haptic device, and a Kinova
Mico arm [24] as the follower. The Mico arm is a four DOF ma-
nipulator with a two finger gripper attachment. The Geomagic
Touch has six DOF but only the first three joints are active. The
passive wrist has a stylus held by the user with two buttons for
three button modes: top (1), bottom (2), and both buttons held si-
multaneously (3). The master and follower are implemented on
separate computers using MATLAB/Simulink running at 500 Hz.
Communication between the master and follower is performed
across the network using a UDP protocol to increase communi-
cation speed. Although the communication delay is nonzero, it
was negligible such that the system is assumed to be without time
delay.

A pick and place teleoperation task was conducted that in-
volved grasping an empty water bottle and placing it into one of
three containers, while avoiding an obstacle as depicted in Fig.
3. The bottle was placed in a staging area on a metal block el-
evating it from the table. For both the direct and assisted trials,
the follower started in a home position just above the obstacle in
between the containers and the bottle. The user study was carried
out with six participants with three trials for each container target
for both operation modes, for a total of 18 trials per user. Half
of the users had previous experience controlling a teleoperated

FIGURE 3: Experimental setup with indicated master and fol-
lower systems, environmental obstacles, and operational tar-
gets (T1-T4).

system.
In the direct control mode, the Geomagic buttons were used

to give the user control over more than just the end effector po-
sition. While holding Button 3, the end effectors are linked in
the Cartesian space. While Button 1 is pressed, motion in the x-
axis of the master opens and closes the follower gripper fingers.
When Button 2 is held, motion along the y-axis turns the wrist.
The previous pose of the follower is held while no buttons are
engaged, allowing the user to reorient the stylus to make up for
the disproportionate workspaces.

In the assisted mode, the user operated in different machine
states. In State 1, the user inputs a motion for the intended tar-
get identification. Once a target is identified, the follower au-
tonomously navigates to the target based on an assumed trajec-
tory from a path planner. While the follower is executing the tra-
jectory in State 1, the user can still give direction inputs to select
another target. Once the follower has reached a target, the oper-
ator regains direct control of operation until switching back into
the intention recognition state from any button double click. By
employing this method, the user can select when they want the
autonomous assistance. In the assisted mode, haptic forces are
also generated in the direct control state for sub tasks of avoid-
ing ground collision and staying within workspace boundaries,
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FIGURE 4: Task completion times for assisted and direct
control teleoperation. The values of the bars are the mean
values and the error bars indicate a single standard devia-
tion.

as defined by Eqns. (3) & (5).

3.2 Results and Discussion
The experiment is evaluated by examining the completion

time, trajectory length, total angular displacement, and the user’s
perceived effectiveness of the assisted control mode compared
to the unassisted mode. The accuracy of the intention recogni-
tion method for predicting the target is also examined. Figure
4 shows the mean task completion times for each target for all
the users, along with the standard deviation. The completion
time was significantly shorter for the assisted mode, with no sig-
nificant variation between targets. Overall, the assisted control
scheme provided great benefit by automating the tedious task of
gross manipulation. Traversing the obstacle was substantially
accelerated by the assistive control. This method is particularly
beneficial in the position based master-follower control scheme,
since the user has to readjust when they reach the end of the
master’s workspace. Because of this, operator skill affected the
spread of the data which can be seen in the variance of the com-
pletion times, particularly for the unassisted case.

In addition to operator skill, task learning throughout the tri-
als also had an affect on the data. It was observed that users be-
came more proficient in operating the system as trials progressed,
resulting in an average completion time reduction of 23.8% for
the unnassisted case and 35.6% for the assisted case, evaluated
from the longest trial in each case for each user. The time reduc-
tion was also greater for novice users, with similar improvements
between the unnassisted and assisted cases of 12.6% and 13.6%
time improvement respectively.

TABLE 1: Trajectory length and angular displacement com-
parison

Unassisted Length Assisted Length

(m) (rad) (m) (rad)

Target 2 2.838 17.622 2.706 14.258

Target 3 3.014 18.793 3.006 15.616

Target 4 3.402 20.781 3.261 16.323

Mean 3.085 19.066 2.991 15.399

The benefit of the proposed method is also evaluated using
metrics of the user’s motion. Based on the trajectory data in Table
1, the proposed method increases the efficiency in task execution
by reducing total motion of the task. For all cases, the trajec-
tory length was shorter for the assisted mode than the unassisted
one. It should be noted however, that the distance to the target
and amount of maneuvering about an obstacle affects the overall
trajectory length. This can be seen by comparing the trajectory
lengths between the different targets where Target 3 as well as
the mean vary minimally. On the other hand, the total angular
displacement of the joints had a more significant benefit in min-
imizing motion, which can lead to longer usability of the system
by minimizing wear. Naturally, the method of generating the tra-
jectory affects these metrics from the use of optimization and any
imposed conditions for safe maneuvering. For instance, the de-
fined trajectories for the experiment ensured that the end effector

FIGURE 5: Trajectories for direct control and assisted tele-
operation of a sample trial to Target 4
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FIGURE 6: Confusion matrix of intended user target predic-
tion.

could clear over the obstacle while maintaining the longitudinal
orientation of the grasped bottle, resulting in a larger motion in
the z-axis than most users, as depicted in Fig. 5.

The feasibility of this method is also supported by the effec-
tiveness of the user intention recognition for target identification.
A confusion matrix in Fig. 6 shows the accuracy of the method
for each target. As expected, the outer targets had the greatest ac-
curacy, as the path to the target has tighter margins to align to a
target in between a group of other targets. Thus, the grouping of
targets and their distribution can have an impact on the accuracy
of the method because of how well users can align their motion.
To better distinguish between tightly packed targets, a score can
be used to accumulate confidence in the target with the method,
however, this requires more movement along the path before a
target is identified, which is a drawback seen in other user inten-
tion methods covered in the literature review above. Moreover,
the proposed approach allows for selection correction, which was
effectively implemented by the users in the study resulting in
faster task completion times even if the initial target prediction
was incorrect. This also allows for more immersive teleopera-
tion as compared with a supervisory level target selection from
the computer.

User perceived effectiveness of the assisted control scheme
was also evaluated quantitatively with a standard 5 point Likert
scale, as well as qualitatively from the users’ comments. An aver-
age score of 4.67 was obtained from the users regarding whether
they thought the assisted control scheme was more effective in
task execution over direct control. All users reported perceiving
the assisted control mode as beneficial for the task execution and

non obstructive to operation. Additionally, the majority of users
reported that the target selection was effective to speed up task
execution, even in the few cases where the wrong target was ini-
tially selected. However, users did identify the button command
on the stylus as difficult to operate at times.

4 CONCLUSION
This work presented a novel approach for assistive teleop-

eration with a control strategy that automates gross motion tasks
with subtask execution, and incorporates path planing from an
efficient user intention prediction method for target identifica-
tion. A user study demonstrated the effectiveness of the proposed
method as completion times for a pick and place task were sig-
nificantly improved. Additionally, the user intention prediction
proved to be accurate in target identification and a robust solu-
tion as it allows for online correction. User perception of the
proposed method was positive, and all participants in the study
identified the assistive mode to be effective in easing task execu-
tion.

This work was successful in demonstrating the practicality
of the proposed semi-autonomous framework. As the method is
based on path planning, future work is aimed at optimizing the
trajectory planning for both static and moving obstacles. This
provides an opportunity for increasing the efficiency and util-
ity of semi-autonomous teleoperation. Moreover, this would
provide a platform for extending these capabilities to time de-
layed teleoperation systems with important applications in re-
mote tasks for telesurgery as well as space and hazardous area
operations.
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